**Derin Öğrenme Yöntemleriyle El Yazısı Rakamlarının Sınıflandırılması: MNIST Veri Seti Kullanımı**

**Özet:**

Bu çalışmada, derin öğrenme yöntemlerinden biri olan **Convolutional Neural Networks (CNN)** ile el yazısı rakamlarının sınıflandırılması gerçekleştirilmiştir. **MNIST veri seti** kullanılarak, CNN katmanları ile model eğitilmiş ve doğruluk oranları değerlendirilmiştir. Son olarak, modelin performansı analiz edilmiş ve yeni bir görüntü üzerinde tahmin yapılarak sonuçlar görselleştirilmiştir. Bu çalışma, derin öğrenme tabanlı bir modelin el yazısı tanıma görevinde nasıl kullanılabileceğini gösteren öğretici bir rehber sunmaktadır.

**1. Giriş:**

Derin öğrenme, özellikle görüntü işleme alanında önemli başarılar elde etmiştir. **Convolutional Neural Networks (CNN)**, görsel verilerle çalışmak için özel olarak geliştirilmiş bir model olup, görüntü sınıflandırma, nesne tespiti ve yüz tanıma gibi görevlerde etkili sonuçlar vermektedir. Bu çalışmanın amacı, **MNIST veri seti** üzerinde el yazısı rakamlarının sınıflandırılması için bir CNN modeli oluşturmak, eğitim sürecini izlemek ve sonuçları görselleştirmektir.

**MNIST Veri Seti:**

**MNIST (Modified National Institute of Standards and Technology)** veri seti, el yazısıyla yazılmış rakamlardan oluşan bir veri setidir. **60.000 eğitim görüntüsü** ve **10.000 test görüntüsü** içerir. Her görüntü **28x28 piksel** boyutunda gri tonlamalıdır ve her biri bir rakamı (0-9) temsil etmektedir.

**2. Literatür Taraması:**

Derin öğrenme tabanlı görüntü sınıflandırma, son yıllarda büyük başarılar elde etmiştir. **LeCun et al. (1998)**, CNN’lerin el yazısı rakam sınıflandırmasında nasıl kullanılacağına dair önemli bir çalışma yapmış ve bu modelin etkisini göstermiştir. Bugün, derin öğrenme algoritmalarının en etkili kullanıldığı alanlardan biri görsel verilerin işlenmesidir. CNN'ler, görüntülerin temel özelliklerini öğrenerek sınıflandırma ve tanıma görevlerini gerçekleştirir.

**3. Veri Seti ve Ön İşleme:**

**3.1 Veri Setinin Yüklenmesi:**

Kullandığımız veri seti, **MNIST**’tir ve TensorFlow Keras kütüphanesi üzerinden kolayca yüklenebilir. Bu veri seti, genellikle **el yazısı rakamları** tanımada kullanılan bir benchmark veri setidir.

**3.2 Veri Ön İşleme:**

Modelin başarısı doğrudan kullanılan verilerin işlenmesine bağlıdır. İlk adım olarak, MNIST görüntüleri **0-255** arasında piksel değerlerine sahiptir. Bu değerleri **0-1** aralığına normalleştirerek modelin daha hızlı ve verimli öğrenmesini sağlarız. Ayrıca, her görüntüyü **28x28x1** boyutlarında yeniden şekillendiririz (siyah-beyaz, tek kanal).

**4. Model Tasarımı:**

Modelimiz, **Convolutional Neural Networks (CNN)** kullanarak görüntü verilerini işleyip sınıflandırmak için tasarlanmıştır. Aşağıda kullanılan katmanlar ve işlevleri açıklanmaktadır:

1. **Conv2D (32, 3x3, ReLU):** İlk konvolüsyonel katman, görüntüdeki temel özellikleri öğrenmek için kullanılır. 32 filtre ile 3x3 boyutunda konvolüsyon uygulanır.
2. **MaxPooling2D (2x2):** Bu katman, görüntüdeki önemli özellikleri seçmek ve boyutu azaltmak amacıyla **max pooling** uygular.
3. **Dropout (0.25):** Aşırı öğrenmeyi (overfitting) engellemek için **dropout** uygulanır. Bu işlem, modelin genel yeteneğini artırır.
4. **Conv2D (64, 3x3, ReLU):** Daha derin özelliklerin öğrenilmesi için ikinci konvolüsyonel katman eklenmiştir.
5. **MaxPooling2D (2x2):** İkinci max pooling katmanı ile veri boyutu daha da küçültülür.
6. **Flatten:** Görüntülerdeki 2D veriler, tek boyutlu hale getirilir.
7. **Dense (128, ReLU):** Bu katman, tamamen bağlantılı (fully connected) bir katmandır ve derin özelliklerin işlenmesini sağlar.
8. **Dropout (0.5):** Son katmanlarda, overfitting engellemeye yönelik daha yüksek dropout oranı eklenmiştir.
9. **Dense (10, Softmax):** Son katman, 10 sınıf için **softmax** aktivasyonu kullanarak sınıflandırma yapar.

**5. Eğitim ve Sonuçlar:**

**5.1 Eğitim Süreci:**

Modelin eğitimi, **Adam optimizer** ve **sparse categorical crossentropy** kayıp fonksiyonu kullanılarak gerçekleştirilmiştir. Modelin eğitim süresi **10 epoch** ve her bir epoch için **64 batch size** kullanılmıştır. Eğitim sırasında doğruluk ve kayıp değerleri izlenmiş ve modelin başarısı değerlendirilmiştir.

**5.2 Performans Değerlendirmesi:**

Modelin test verisi üzerindeki doğruluk oranı **97.53%** olarak hesaplanmıştır. Bu oran, modelin oldukça iyi performans gösterdiğini ve görüntülerin doğru şekilde sınıflandırıldığını göstermektedir.

**6. Yeni Görüntü Sınıflandırma:**

Yeni bir görüntü üzerinde sınıflandırma işlemi yapılmadan önce, görüntünün modelin beklediği biçime getirilmesi gerekmektedir. Aşağıdaki adımlar, yeni bir görüntü üzerinde sınıflandırma yapmak için izlenen yolu göstermektedir:

1. **Görüntü Yükleme:** Yeni bir siyah-beyaz görüntü yüklenir.
2. **Görüntü Boyutlandırma:** Görüntü, **28x28 piksel** boyutlarına küçültülür.
3. **Normalizasyon:** Piksel değerleri **0-1** arasına normalleştirilir.
4. **Tahmin Yapma:** Model, bu işlenmiş görüntü üzerinde tahmin yapar.

**7. Sonuçlar ve Tartışma:**

Elde edilen sonuçlar, modelin **97.53% doğruluk oranı** ile el yazısı rakamlarını başarıyla sınıflandırabileceğini göstermektedir. Bu yüksek doğruluk oranı, modelin uygun hiperparametrelerle eğitildiğini ve veri setini doğru şekilde öğrendiğini gösterir.

**Dropout Kullanımının Önemi:**

Modelin başarılı olmasında, **dropout** katmanlarının etkisi büyüktür. Dropout, aşırı öğrenmeyi (overfitting) engellemek için kullanılır ve modelin genelleme yeteneğini artırır. Bu özellik, eğitim ve test doğruluğu arasında büyük farklar olmamasını sağlar.

**8. Gelecek Çalışmalar:**

Bu çalışma, temel CNN modelini kullanarak el yazısı rakamlarının sınıflandırılmasını ele almıştır. Gelecekte, daha derin ağlar (örneğin, **ResNet** veya **InceptionNet**) kullanılarak modelin doğruluğu artırılabilir. Ayrıca, veri artırma teknikleri ile eğitim veri setinin çeşitliliği artırılarak modelin genelleme yeteneği güçlendirilebilir.
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MAKALE ÇALIŞMASINDA KULLANILAN KOD

# Gerekli kütüphaneleri yükleyelim

import tensorflow as tf

from tensorflow.keras.models import Sequential # Model için Sequential sınıfı

from tensorflow.keras.layers import Conv2D, MaxPooling2D, Flatten, Dense, Dropout # CNN için gerekli katmanlar

import numpy as np

import matplotlib.pyplot as plt

from PIL import Image # Görüntü işlemleri için PIL kütüphanesi

# 1. Veri setini yükleme ve eğitim/test setlerini ayırma

(X\_train, y\_train), (X\_test, y\_test) = tf.keras.datasets.mnist.load\_data()

# MNIST veri seti, 60,000 eğitim örneği ve 10,000 test örneği içerir.

# X\_train, 28x28 boyutunda el yazısı rakamları içeren görüntülerdir.

# y\_train, bu görüntülere karşılık gelen etiketlerdir (0-9 arası rakamlar).

# X\_test ve y\_test ise test verilerini içerir.

# 2. Veri ön işleme (normalizasyon ve yeniden şekillendirme)

X\_train = X\_train / 255.0 # Görüntülerin piksel değerlerini 0-255 aralığından 0-1 aralığına dönüştürür.

X\_test = X\_test / 255.0 # Aynı işlemi test verisi için yapıyoruz.

# Görüntüleri modelin kabul edeceği şekle getirmek: (num\_samples, height, width, channels)

# Burada her görüntü 28x28 boyutunda olduğu için, her birini tek kanal (siyah-beyaz) olarak şekillendiriyoruz.

X\_train = X\_train.reshape(-1, 28, 28, 1)

X\_test = X\_test.reshape(-1, 28, 28, 1)

# 3. Modeli tanımlama

model = Sequential([

# İlk konvolüsyonel katman: 32 adet 3x3 filtre kullanarak, aktivasyon fonksiyonu olarak ReLU kullanıyoruz.

Conv2D(32, (3, 3), activation='relu', input\_shape=(28, 28, 1)),

MaxPooling2D((2, 2)), # Maksimum havuzlama: 2x2 havuzlama alanı

Dropout(0.25), # Dropout katmanı: Aşırı öğrenmeyi engellemek için rastgele bağlantıları devre dışı bırakır

# İkinci konvolüsyonel katman: 64 adet 3x3 filtre

Conv2D(64, (3, 3), activation='relu'),

MaxPooling2D((2, 2)), # Maksimum havuzlama: 2x2 havuzlama alanı

Dropout(0.25),

Flatten(), # Konvolüsyonel katmanlardan çıkan özellik haritalarını düzleştirir (1D vektör haline getirir)

Dense(128, activation='relu'), # Tam bağlantılı katman: 128 nöron, ReLU aktivasyon fonksiyonu

Dropout(0.5), # Dropout: Bu katmanda da aşırı öğrenmeyi engellemeye çalışıyoruz

Dense(10, activation='softmax') # Son katman: 10 sınıf için softmax aktivasyonu (sınıflandırma için)

])

# 4. Modeli derleme

model.compile(optimizer='adam', loss='sparse\_categorical\_crossentropy', metrics=['accuracy'])

# Derleme işleminde:

# - Optimizer: Adam (öğrenme oranını uyarlayan bir optimizasyon algoritması)

# - Loss: Sparse Categorical Crossentropy (çok sınıflı sınıflandırma problemi için uygun kayıp fonksiyonu)

# - Metrics: Doğruluk (accuracy), modelin doğruluğunu değerlendireceğiz

# 5. Modeli eğitme

history = model.fit(X\_train, y\_train, epochs=10, validation\_data=(X\_test, y\_test), batch\_size=64)

# model.fit:

# - X\_train, y\_train: Eğitim verisi ve etiketleri

# - epochs: Modelin eğitim verisi üzerinde kaç kez geçeceğini belirtir (10 epok)

# - validation\_data: Modelin her epoch sonunda doğrulama (test) verisi üzerinde nasıl performans gösterdiğini görmemizi sağlar.

# - batch\_size: Eğitim sırasında her seferinde kaç örneğin işleneceğini belirler (64)

# 6. Model performansını değerlendirme

test\_loss, test\_accuracy = model.evaluate(X\_test, y\_test)

# Modeli test verisiyle değerlendiririz.

# test\_loss: Test setindeki kayıp değeri

# test\_accuracy: Test setindeki doğruluk oranı

print(f"Test Accuracy: {test\_accuracy \* 100:.2f}%")

# 7. Yeni bir görüntüyü yükleyip sınıflandırma

# Yeni bir görüntü yükleyelim

img = Image.open('yeni\_goruntu.png').convert('L') # Siyah-beyaz bir resim açıyoruz

img = img.resize((28, 28)) # Görüntüyü 28x28 boyutlarına getiriyoruz

img\_array = np.array(img) / 255.0 # Görüntüyü normalize ediyoruz

img\_array = img\_array.reshape(1, 28, 28, 1) # Modelin beklediği şekilde şekillendiriyoruz

# 8. Görüntü üzerinde tahmin yapma

prediction = model.predict(img\_array)

# model.predict: Yeni bir görüntü üzerinde tahmin yapar

# prediction, 10 sınıf için modelin tahmin ettiği olasılıkları döndürür.

# Tahmin edilen sınıf

predicted\_label = np.argmax(prediction) # En yüksek olasılıkla tahmin edilen sınıf

print(f"Tahmin edilen sınıf: {predicted\_label}")

# 9. Görüntüyü görselleştirme

plt.imshow(img\_array.reshape(28, 28), cmap='gray') # Görüntüyü çiziyoruz

plt.title(f"Tahmin: {predicted\_label}") # Başlıkta tahmin edilen sınıfı gösteriyoruz

plt.axis('off') # Eksenleri gizliyoruz

plt.show() # Görüntüyü gösteriyoruz